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Abstract  

Traditional dances, like those of Indonesia, have complex and unique 
patterns requiring accurate cultural preservation and documentation 
classification. However, traditional dance classification methods 
often rely on manual analysis and subjective judgment, which leads 
to inconsistencies and limitations. This research explores a modified 
deep pattern classifier of traditional dance movements in videos, 
including Gambyong, Remo, and Topeng, using a Convolutional 
Neural Network (CNN). Evaluation model's performance using a 
testing spatio‐temporal dataset in Indonesian traditional dance 
videos is performed. The videos are processed through frame‐level 
segmentation, enabling the CNN to capture nuances in posture, 
footwork, and facial expressions exhibited by dancers. Then, the 
obtained confusion matrix enables the calculation of performance 
metrics such as accuracy, precision, sensitivity, and F1‐score. The 
results showcase a high accuracy of 97.5%, indicating the reliable 
classification of the dataset. Furthermore, future research directions 
are suggested, including investigating advanced CNN architectures, 
incorporating temporal information through recurrent neural 
networks, exploring transfer learning techniques, and integrating 
user feedback for iterative refinement of the model. The proposed 
method has the potential to advance dance analysis and find 
applications in dance education, choreography, and cultural 
preservation.  

Keywords: Convolutional neural network, Indonesian traditional 
dance, Modified deep pattern classifier, Spatio‐temporal data. 
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1. INTRODUCTION  
Indonesian traditional dance is an artistic expression that portrays the 

cultural heritage and identity of a society [1]. It involves performances 
characterized by distinctive movements, traditional costumes, and 
indigenous music [2]. Despite the high cultural and historical values 
associated with traditional dance, several issues, without adequate efforts to 
promote and preserve this cultural heritage, there is a risk that traditional 
dances will continue to erode and eventually fade away from public 
consciousness. 

Although traditional dances have significant cultural and historical 
importance, some concerns about their preservation exist. One of them 
concerns the waning interest of the younger generation in learning and 
preserving this form of dance. With the advent of popular culture and 
modernization, young individuals tend to be more drawn to contemporary 
entertainment and the latest trends, consequently neglecting traditional 
dance. Additionally, insufficient funding and government support pose 
challenges in maintaining traditional dance [3]. Without adequate efforts to 
promote and preserve this cultural heritage, there is a risk that traditional 
dances will continue to erode and eventually fade away from public 
consciousness. 

One of the challenges faced is the difficulty for modern individuals in 
distinguishing different types of traditional dances in Indonesia [4]. This is 
due to several factors. Firstly, the influence of globalization and popular 
culture, which are increasingly dominant, has exposed modern individuals 
more to modern and international forms of entertainment. Consequently, 
they may be less familiar with Indonesian traditional dances and lack 
knowledge about the distinctive characteristics, costumes, and movements 
that differentiate each dance form [5]. Secondly, changes in modern lifestyles 
and priorities also affect the interest and understanding of traditional dances. 
This lack of knowledge and understanding results in difficulties in 
distinguishing which dance is being observed [5],[6],[7],[8]. Therefore, 
enhancing awareness, education, and appreciation of Indonesian traditional 
dances in modern society is important to preserve and uphold this cultural 
heritage.  

The study utilizes Convolutional Neural Network (CNN) architecture, a 
renowned approach in the field of image processing and pattern recognition 
is performed [9]. By employing convolutional layers, CNN can identify 
essential features such as movement patterns, body shapes, costume 
textures, and stage layouts that differentiate each type of traditional dance. 
Furthermore, pooling layers are used to reduce the dimensionality of these 
features while retaining crucial spatial distribution information [10]. 
Additionally, CNN can recognize complex movement patterns and 
coordination among dancers, including group formations, interactions 
between dancers, and tempo changes. Through an iterative training process, 
the CNN model continuously improves its identification capabilities by 
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optimizing parameters and minimizing errors [11]. Furthermore, the 
researchers investigated the application of Deep Convolutional Neural 
Networks (DCNN) in achieving high accuracy in classifying traditional Indian 
dance styles [9]. The ResNet50 architecture, in combination with Deep 
Convolutional Neural Networks (DCNN), was employed. The researcher 
offers valuable insights into the potential of CNN in dance classification, 
making significant contributions to researchers, choreographers, and dance 
enthusiasts alike. Furthermore, the findings of this study have substantial 
implications for automating the analysis and documentation processes 
associated with cultural dance forms [9]. In other work, CNN structure was 
optimized for the classification of eight distinct Indian Classical Dances [12]. 
The findings highlight the potential of this method in improving accuracy and 
efficiency in various classification applications involving CNN. A set of CNN 
models was employed to analyze, categorize, and create representations of 
traditional African dances using video data [13]. Additionally, the researchers 
applied a specialized human pose estimation algorithm to one of the dance 
datasets, developing a transferable model that can be utilized across various 
environments. CNN can be used effectively in classifying dance forms to 
provide insights and contributions from researchers, choreographers, and 
dance enthusiasts to automate the analysis and documentation of cultural 
dances. 

In this research, our primary focus was on classifying Indonesian 
traditional dances using the CNN algorithm and its various layers. We use 
CNNs because they are designed to handle spatial data such as images and 
videos. The convolution layer of CNN can extract important spatial features 
from each video frame, which helps the model understand the spatial 
patterns in each time step. The concept of shared weights in CNN allows the 
model to use and update the same parameters for each small area of input. 
This is particularly appropriate for visual data such as conventional dance 
videos as it allows the model to learn useful local patterns across the input 
space. CNNs have a structure that allows learning features hierarchically. 
Early layers learn simple feature‐detectors, and deep layers learn more 
complex and abstract features. This invariance is especially important for 
dance video classification, where motion can occur in various positions or 
orientations. However, the CNN's invariance to spatial shifts and rotations 
allows the model to recognize important movements or patterns at multiple 
levels of the video. We aimed to explore the effectiveness of CNN in 
accurately categorizing and distinguishing different styles of Indonesian 
traditional dances. Our proposed contribution to this research can be 
described as follows. 
1. Modified deep pattern classifier of dance movements in videos using a 

CNN to recognize sequential dance movements accurately.  
2. Evaluation model's performance using a testing spatio‐temporal dataset 

in Indonesian traditional dance videos is performed.  
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3. The model's performance was evaluated on a separate subset of the 
dataset with video data for testing. 

4. Visual analysis was performed with color‐coded overlays to verify the 
identified dance elements. 
This research contributes to society through the preservation and 

documentation of cultural heritage as well as preserving traditional dances. 
This research also provides educational resources about traditional dance. 
The results of this research can make significant contributions to education 
and cultural conservation. Knowing and understanding traditional dances 
can raise public awareness of their cultural wealth. Traditional dance can 
increase the attractiveness of cultural tourism. This research introduces 
traditional dance to foreigners, so it can lead to new economic opportunities 
and help sustainable development. 

This article is organized into several sections: Section 2 discusses related 
research. Section 3 discusses the originality of this research. Section 4 presents the 
design of the system used in the study and Section 5 presents the results and 
discussion, Section 6 concludes the article. 

  
2. RELATED WORKS 
 Several studies have also utilized dance video datasets [1],[4].  These 
research efforts employed various deep learning methods to train on the 
datasets, aiming to generate optimal network models. Among these studies, 
some employed CNN architecture methods.  A CNN architecture is a type of 
neural network that exhibits a grid‐like topology and utilizes convolutional 
operations for feature extraction on data. CNN has emerged as the dominant 
and powerful network architecture in image processing and computer vision 
[14],[15]. 

There are several methods for classifying video data, one of which is 
classifying one frame at a time. This method involves using CNN to examine 
all frames in each clip individually [16]. Another approach involves extracting 
features using Convolutional Neural Networks (CNN) and passing the 
sequences to an RNN. This model first processes each video frame through 
Inception, saving the output from the network's final layer. It then converts 
this into an extracted feature set for training in the RNN model, which utilizes 
LSTM layers [17],[18],[19],[20],[21]. Other studies classify videos by 
selecting the best frames for the training process [21],[22],[23],[24]. In the 
paper [9], the frame extraction method identifies areas that provide 
information for each frame and selects frames based on the similarities 
between those areas. Frames used for subsequent processes are identified 
using optical flow transfer between frames [21],[22]. The selection of the 
best frames in [23],[24] is based on frame scores generated from the 
proposed calculation method. Score calculations take into account the 
representation and features of the frames. 
There are several studies that discuss traditional Indonesian dance. Paper 
[25] on the documentation of traditional Indonesian dance motion capture, a 
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study that discusses the analysis of Balinese dance silhouette sequence 
patterns using Bag of Visual Movement with HoG and SIFT features. 
Furthermore, paper [26] about detecting the same pattern in Balinese dance 
choreography using Convolutional Neural Network (CNN) and Analysis Suffix 
Tree. This research aims to classify and analyze patterns in Balinese dance 
using deep learning techniques. Paper [27] is research that proposes the 
classification of Pakarena dance images, which is a traditional dance from 
South Sulawesi, Indonesia, using the Convolutional Neural Network (CNN) 
algorithm. This research achieved an accuracy rate of 92.5% for image 
classification. 
 
3. ORIGINALITY 

Several studies address the classification of traditional dances using 
deep learning.  Paper [28] proposed classifying Indian classical dance actions 
using CNN to identify and classify various movements in Indian classical 
dance. The paper modified the CNN with 3 Dropout functions and 2 
Stochastic pooling and continued to flatten and fully connected.  Another 
study focused on classifying Turkish folk dances using deep learning 
techniques, including CNN [29]. This study used the pre‐trained VGG16 
architecture, making no modifications to the VGG16 network.  Another study 
[30] proposed a method to understand dance semantics using spatio‐
temporal features coupled with an RNN network. Although not specific to 
traditional dances, this approach demonstrates the use of spatio‐temporal 
features, which can be relevant to classifying traditional and folk dances. This 
research requires considerable learning time as it processes two 
architectures. 

The originality in this research lies in modifying the CNN architecture 
by combining different layers with the aim to explore the effectiveness of 
CNN in accurately categorizing and differentiating various Indonesian 
traditional dance styles. Our proposed contribution is to modify the layers by 
adding a convolution layer combined with normalization to recognize 
features in the video clip frames, as shown in Figure 2. The system 
framework of the research begins with the input in the form of a video 
dataset, and extracted into frames that will be trained into the proposed 
network to obtain a model, the model is used to classify the dance video. The 
modified Deep Pattern Classifier model by setting Parameters and 
Hyperparameters, which are shown in table 1.  The performance of the model 
is evaluated by using a spatio‐temporal test dataset of Indonesian traditional 
dance videos. We also analyzed the resulting model under overfitting 
conditions and good training conditions. Visual analysis was performed using 
color‐coded overlays to verify the identified dance elements, as shown in 
Figure 5 and Figure 6. 
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4. SYSTEM DESIGN 
The Indonesian Traditional Dance dataset consists of a comprehensive 

collection of information regarding three types of traditional dances in 
Indonesia: Gambyong dance, Topeng dance, and Remo dance. This dataset 
comprises a total of 13,354 samples, with each sample represented as a 
200×200 pixel image containing three color channels (RGB). The dataset is 
divided into two main components: an image dataset and a video dataset.  

The Image dataset was divided into a 20% testing subset and an 80% 
training subset. The testing subset, comprising approximately 2,671 samples, 
was utilized to evaluate the model's performance on unseen data. Conversely, 
the training subset, consisting of around 10,683 samples, was employed to 
train the model in recognizing and differentiating dance movements. This 
division ensures a balanced approach between training and evaluation, 
enabling effective development and assessment of the model's capabilities. 
Figure 1. shows sample images of Indonesian traditional dance with models 
(a) topeng, (b) gambyong, and (c) remo. 

The testing dataset was expanded by incorporating traditional dance 
videos from YouTube as additional resources [31],[32],[33]. These videos 
were processed by segmenting them into individual frames, effectively 
converting them into image format. Each frame independently, capturing the 
intricate details of posture, footwork, and facial expressions demonstrated by 
the dancers. 

 

 
Figure 1. Sample Image of Indonesian Traditional Dance with Models (a) 

Topeng, (b) Gambyong, and (c) Remo. 
 

The flow diagram of the system is shown in Figure 2.  Divide the dataset 
at random into K folds. Verify that each fold's class distribution is balanced, 
particularly if the dataset contains classes that aren't balanced. Establish a set 
of optimisation parameters, such as the learning rate, batch size, and number 
of epochs. Use the training set to train the model for a predetermined 
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number of epochs. To gauge the performance of the model, use test data. Use 
suitable assessment metrics, such as accuracy, precision, recall, or F1‐score, 
to assess the model on test data. Restart the process from the beginning by 
substituting new values for the parameters. Based on assessment metrics, 
identify the settings that yield the greatest results. To train the model on the 
complete dataset, use optimum parameters. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Flow System Diagram Cross Validation 
 
4.1 Convolutional Neural Network (CNN) 

CNN is based on the fundamental concept of convolution, which 
involves applying small filters (kernels) to input data with a specified stride 
(34). These filters extract important features from the input by engaging in 
mathematical convolution operations [35]. This convolution process aids the 
network in identifying visual patterns such as edges, corners, textures, and 
other relevant features within the data. The architecture of a CNN consists of 
several distinct layers, including convolutional layers, pooling layers, and 
fully connected layers [36]. The final fully connected layer connects the 
relevant features to the classes that need to be identified [37]. The 
convolution operation is applied to input data using learnable filters or 
kernels. The equation for the convolution operation in CNN can be explained 
in equation (1). 

 

 
(1) 

where  represents the output value at the position  after 
applying convolution to the input data  using the convolutional kernel .  
The summation is performed over the spatial dimensions of the input data, 
and the kernel is applied to the corresponding receptive field. Figure 3 
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illustrates the architecture of layer in modified deep pattern classifier using 
CNN, and Figure 4 presents a flowchart of the modified deep pattern 
classifier to improved pattern recognition and classification of Indonesian 
traditional dances through spatio‐temporal dataset.    

The procedure for modified deep pattern classifier in Figure 4 can be 
explained as follows. 
1. Take input spatio‐temporal dataset images/videos with a size of 

 pixels and 3 color channels (RGB). 
2. Perform convolution on the input using multiple convolutional layers 

with different filters. Each convolutional layer is followed by a batch 
normalization layer to improve network stability. Apply the ReLU 
activation function after the batch normalization layer. 

3. Use max pooling layers after each convolutional layer to reduce spatial 
dimensions and computational complexity. In this process, the maximum 
value within each pooling region is selected as the most significant 
representation of the features. 

4. Repeat the convolution and max pooling steps to generate deeper and 
more abstract features. 

5. Finally, add fully connected layers that connect all neurons from the 
previous layers to the output layer. The number of neurons in the output 
layer corresponds to the number of categories or classes to be classified. 

6. Add a softmax layer at the output layer to generate probability 
distributions for each class. This allows the network to produce 
probabilities for each class, indicating the likelihood of the input 
image/video belonging to each class. 

7. Use a classification layer to determine the class with the highest 
probability for the input image/video. 

8. Train the CNN model using the Adam optimizer with a mini‐batch size of 
128 and a maximum of 4 epochs. During training, monitor the model's 
progress using a validation dataset. Once trained, apply the CNN model to 
classify spatio‐temporal dataset frames extracted from videos. Perform 
additional preprocessing steps if necessary. 

 

 
Figure 3. Structure of layer in modified deep pattern classifier using CNN from 

Indonesian traditional dance video 
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Figure 4. Flowchart of the modified deep pattern classifier to improved pattern 

recognition and classification of Indonesian traditional dances through spatio‐
temporal dataset 

 
9. Obtain predicted labels for each frame using the trained model and 

display the frames with their corresponding predicted labels for visual 
inspection. 

10. Additionally, apply frame differencing techniques to detect and highlight 
moving objects in consecutive frames. By comparing the grayscale 
representations of the current and previous frames, calculate the 
absolute difference. Regions with pixel differences above a threshold are 
marked with a yellow color overlay on the frames. 
 

4.2 Confusion Matrix 
In classification analysis, the confusion matrix is a vital tool used to 

evaluate the performance of a classification model [38]. The confusion matrix 
depicts the comparison between the actual labels and the predicted labels of 
samples within a dataset. Due to evaluate results for each CNN layer, the 
equations can be written in (2) until (5). 

 
   

 
(2) 

  
 

(3) 

  
 

(4) 

  (5) 
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where True Positive ( ) is the number of positive samples correctly 
classified, False Positive  is the number of negative samples incorrectly 
classified as positive, False Negative  is the number of positive samples 
incorrectly classified as negative, and True Negative  is the number of 
negative samples correctly classified. By utilizing , and , several 
evaluation metrics can be computed. Accuracy portrays the extent to which 
the model successfully classifies samples overall.  

Precision measures the model's ability to correctly classify positive 
samples. Recall (Sensitivity) describes the model's capability to detect all 
positive samples present. F1‐score provides the harmonic mean between 
precision and recall, offering an overall assessment of the model's 
performance [39]. The formulas for these evaluation metrics can be 
calculated based on the values within the confusion matrix [40]. In the 
conducted classification analysis, the confusion matrix and related evaluation 
metrics are employed to comprehensively evaluate the performance of the 
classification model [41]. 
 
4.3  Cross-Validation 

Cross‐validation is one of the effective techniques to address overfitting in 
machine learning models. Cross‐validation helps measure the extent to which 
the model can generalize to unseen data, thus helping to identify whether 
overfitting is occurring. In this study to address overfitting, we separate the 
dataset into two parts: one for training and one for testing. This split was 
randomized, ensuring that both datasets represented a uniform distribution.  
Furthermore, we also perform cross‐validation when performing 
hyperparameter tuning to avoid choosing parameters that are optimized for 
only one particular data partition. 

Overfitting occurs when a machine learning model gets too used to 
training data, causing performance degradation on new data. Overfit models 
learn data training patterns, including noise and errors, to the point of losing 
the ability to generalize invisible data accurately. Overfitting happens due to 
the model's complexity having too many parameters compared to the 
available training data. Over‐training can also lead to overfitting as the model 
adapts to uniqueness and irrelevant variations in the training data. A good 
model and an overfitted model represent two different scenarios in machine 
learning. A good model balances generalizing and making accurate 
predictions on unseen data. It captures underlying patterns in data training 
without too much noise pressure or irrelevant variation. On the other hand, 
overfitted models fail to generalize to new data and focus more on details and 
variations in data training, resulting in poor performance on unseen data. 
Overfitted models tend to be complex and sensitive to small fluctuations in 
the training data. Conversely, a good model strikes a harmonious balance 
between capturing important patterns and avoiding unnecessary complexity, 
resulting in more robust and reliable predictions of new data. 
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5. EXPERIMENT AND ANALYSIS 
This study initially employed a classical CNN architecture to develop a 

deep learning model without utilizing specialized architectures. However, 
upon analyzing the training results, evidence of overfitting in the model 
became apparent. The overfitting led to an accuracy level of 99.89%, 
indicating that the model essentially memorized the training data perfectly 
but struggled to generalize effectively to new data. This observation is 
reflected in the accuracy and loss graphs during training. The loss graph 
demonstrated a downward trend for the training data, whereas the 
validation loss remained stagnant or even increased. To address this issue, 
the researchers decided to modified deep pattern classifier of dance 
movements in videos using CNN by incorporate the GoogleNet architecture 
into the model. By incorporating proposed method, it is anticipated that 
overfitting can be reduced, and the model's capability to generalize to new 
data can be enhanced. 

Based on Figure 5, the utilization of the classic architecture model 
resulted in overfitting, despite the inclusion of regularization techniques such 
as dropout and others. Despite these efforts, the model still exhibited a 
tendency to perfectly memorize the training data and struggled to generalize 
well to new data. However, in Figure 6, the incorporation of the proposed 
architecture and the addition of several features, including dropout, 
successfully reduced the occurrence of overfitting. Consequently, it can be 
concluded that the utilization of the GoogleNet architecture, along with its 
inherent features such as inception modules, dimensionality reduction, 
auxiliary classifiers, and regularization techniques, resulted in significant 
improvements in addressing the overfitting issue within the CNN model. 

 
 

 
Figure 5. Overfiting Training Progress with Classic Architecture (Red represents 

overfitting) 
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Figure 6. Good Training Progress with Proposed Architecture (Green represents 

Normal and yellow represents Reduce the overfit 
 

Overfit reduction based on GoogleNet contributes to reducing 
overfitting, including utilising inception modules and dimensionality 
reduction techniques. The inception modules in GoogleNet are designed to 
capture features at   multiple scales and resolutions, allowing the model to 
learn diverse and discriminative features. This helps prevent overfitting by 
promoting generalization to unseen data. Additionally, the architecture 
incorporates convolutions as a means of dimensionality reduction, 
effectively reducing the model's complexity and preventing it from 
memorizing the training data excessively. By controlling the model's capacity, 
GoogleNet mitigates the risk of overfitting and encourages better 
generalization. Table 1 presents the parameters and hyperparameters of the 
CNN model, while Table 2 compares the layers between the classic 
architecture model and the GoogleNet model. 

Based on Equation 1, the algorithm processes the input data using the 
parameters and hyperparameters specified in Table 1 and Table 2 can be 
explain as follow: 

1. Input Tensor:  
 

2. Convolutional Layer: 
• Filter Size:  
• Number of Filters: 64 
• Stride:  
• Padding:  
• Activation Function: ReLU 
• Output Size:  

3. Max Pooling Layer: 
• Pooling Size:  
• Stride:  
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• Output Size:  
4. Inception Module 1: 

• Convolutional Layer 1: 
Filter Size:  
Number of Filters: 32 
Activation Function: ReLU 
Output Size:  

• Convolutional Layer 2: 
Filter Size:  
Number of Filters: 96 
Padding:   
Activation Function: ReLU 
Output Size:  

• Convolutional Layer 3: 
Filter Size:  
Number of Filters: 16 
Padding:  
Activation Function: ReLU 
Output Size:  

• Max Pooling Layer: 
Pooling Size:  
Stride:  
Padding:  
Output Size:  

• Concatenation Layer: 
Input: [Output of Conv Layer 1, Output of Conv Layer 2, Output 
of Conv Layer 3, Output of Max Pooling Layer] 
Output Size:  

5. Average Pooling Layer: 
• Pooling Size:  
• Output Size: 1x1x240 

6. Dropout Layer: 
• Dropout Rate: 0.25 
• Output Size:  

7. Fully Connected Layer: 
• Number of Neurons: 3 
• Activation Function: Softmax 
• Output: Probability Distribution over Classes 

where  represents Height,  represents Width,  represents Channel,  
represents Stride, and  represents Padding. The output of the concatenated 
tensor is the result of the Inception layer. Based on the training progress 



Volume 11, No. 2, December 2023 

EMITTER International Journal of Engineering Technology, p‐ISSN: 2335‐391X, e‐ISSN: 2443‐1168 

227 

mentioned above, the video was processed and divided into 1591 frames. 
Each frame represents an individual image. This processing was completed 
within 93 seconds. To evaluate the model's performance, the dataset used for 
training was split into three subsets, ensuring a balanced distribution of 
labels across each subset. The model's predictions were then compared 
against the ground truth labels, resulting in the confusion matrix for the 1591 
predicted frames. 

 
Table 1. Parameter and Hyperparameter of Modified Deep Pattern Classifier Model  

Hyperparameter Parameter 
Adam Optimazation L1 and L2 Regulation 
128 Mini Batch Size 25% Dropout Rate 

4 MaxEpoch ‐ 
30 Validation 

Frequency 
‐ 

 
Table 2. A Comparison Layers of Classic Architecture Model and GoogleNet Model 

Classic Layers (Overfitting) Proposed Layers (Reduced) 
Input image with dimensions 

200x200x3 
Input image with dimensions 

200x200x3 
Convolution with 3x3 filter size 

and 8 filters 
Convolution with 3x3 filter size and 

64 filters 
Batch normalization Batch normalization 

ReLU activation function ‐ 
Max pooling with 2x2 filter size 

and stride 2 
ReLU activation function 

Max pooling with 3x3 filter size 
and stride 2 

‐ 

Classic Layers (Overfitting) Proposed Layers (Reduced) 
Convolution with 2x2 filter size 

and 16 filters 
Convolution with 3x3 filter size and 

64 filters 
Convolution with 3x3 filter size 

and 32 filters 
InceptionLayer 

25% Dropout layer Inception module with various 
parallel branches 

Fully connected layer with 3 
output classes 

Average pooling with 7x7 filter size 

Softmax for probabilistic 
classification 

25% Dropout layer 

Classification layer Fully connected layer with number of 
output classes 

‐ Softmax for probabilistic 
classification 

‐ Classification layer 
 

From the obtained confusion matrix, various performance metrics such 
as accuracy, precision, sensitivity (recall), and F1‐score can be derived. 
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Accuracy measures the extent to which the model correctly classifies all 
classes. Figure 7 shows the comparison of the confusion matrix in gambyong 
with (a) Overfited Model and (b) Good Model. Precision quantifies the 
correctness of positive predictions made by the model. Sensitivity assesses 
the model's ability to identify positive samples accurately. The sensitivity 
value directly affects the accuracy metric; higher sensitivity indicates better 
identification of positive cases. The F1‐score is the harmonic mean of 
precision and sensitivity, providing a more objective evaluation in 
imbalanced datasets. These metrics offer a comprehensive understanding of 
the model's performance and are commonly employed to compare 
classification models. Table 3 describes a comparative analysis of model 
identification when testing various dance movements using captured frames. 

 
Table 3. A comparison of model identification for testing different dance 

movements using captured frames. 

Testing Testing 
Dataset Precision Sensitivity / 

Recall F1-Score 

Overfitted 
Testing 

Gambyong.mp4 98.7% 100% 99.3% 

Good Testing Gambyong.mp4 96.9% 100% 98.4% 
Overfitted 

Testing 
Remo.mp4 100% 93% 96.9% 

Good Testing Remo.mp4 100% 96.9% 98.4% 
Overfitted 

Testing 
Topeng.mp4 97.3% 97% 98.1% 

Good Testing Topeng.mp4 96.7% 97.5% 98.6% 
 

 

 
Figure 7. A comparison of confusion matrix in gambyong with (a) Overfited Model 

and (b) Good Model 
 
Based on Table 3, classification of the spatio‐temporal frame dataset 

based on motion identification can be successfully performed with 
impressive accuracy. In Good Testing, the average precision is 97.86%, the 
average recall is 98.13% and the average F1‐Score is 98.46%. This high level 
of accuracy attests to the effectiveness of the employed classification model, 
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particularly in discerning and categorizing different dance movements from 
the captured frames. The successful classification of these images provides 
valuable insights into the potential applications of motion‐based image 
analysis and highlights the model's robustness in handling complex visual 
data. By accurately classifying each frame, valuable information about the 
dynamics and patterns of the dance movements can be extracted, 
contributing to a deeper understanding and analysis of the performance. 
 
6. CONCLUSION 

Traditional dances in Indonesia have complex classification, but 
existing methods still rely on manual and subjective analysis.  This study 
explores the modified deep pattern classifier of dance movements in videos 
using a CNN, which were processed by segmenting them into spatio‐temporal 
dataset. By analyzing each frame independently, the model captured intricate 
details of posture, footwork, and facial expressions demonstrated by the 
dancers. The results demonstrate a high accuracy and reliable classification 
of the dataset. These outcomes underscore the potential of proposed method 
in addressing complex image classification tasks and inspire confidence in 
the model's ability to make dependable predictions in analogous datasets or 
real‐world scenarios. Furthermore, the classification of individual frames 
based on motion identification yielded an impressive accuracy, In Good 
Testing, the average precision is 97.86%, the average recall is 98.13% and the 
average F1‐Score is 98.46%. and in Overfitting Testing, the average precision 
is 98.6%, the average recall is 96.6% and the average F1‐Score is 98.1%. This 
demonstrates the effectiveness of the classification model in discerning and 
categorizing different dance movements from the captured frames. The 
successful classification of these images highlights the robustness of the 
model in handling complex visual data and provides valuable insights into 
the potential applications of motion‐based image analysis. Accurate 
classification of each frame also contributes to a deeper understanding and 
analysis of dance performance by extracting valuable information about the 
dynamics and patterns of the movements. 

For future research, several areas can be explored for applying 
modified deep pattern classifier to dance classification. Delving into 
advanced CNN architectures such as ResNet or DenseNet can improve model 
performance by capturing complex features and patterns in the video, 
combining temporal information through RNN or attention mechanisms to 
improve the model's understanding of the temporal dynamics of dance 
movements. Learning transfer with trained models on large‐scale video data 
sets can improve generalizability and efficiency. In addition, it involves 
feedback through active learning strategies to create a dance classification 
system that is more interactive and user‐centered in education. This study 
opens up an avenue for dance analysis and find applications in dance 
education, choreography, and cultural preservation. 
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