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Abstract

Motion capture has been developed and applied in various fields, one
of them is dancing. Remo dance is a dance from East Java that tells
the struggle of a prince who fought on the battlefield. Remo dancer
does not use body-tight costume. He wears a few costume pieces and
accessories, so required a motion detection method that can detect
limb motion which does not damage the beauty of the costumes and
does not interfere motion of the dancer. The method is Markerless
Motion Capture. Limbs motions are partial behavior. This means that
all limbs do not move simultaneously, but alternately. It required
motion tracking to detect parts of the body moving and where the
direction of motion. Optical flow is a method that is suitable for the
above conditions. Moving body parts will be detected by the
bounding box. A bounding box differential value between frames can
determine the direction of the motion and how far the object is
moving. The optical flow method is simple and does not require a
monochrome background. This method does not use complex feature
extraction process so it can be applied to real-time motion capture.
Performance of motion detection with optical flow method is
determined by the value of the ratio between the area of the blob and
the area of the bounding box. Estimate coordinates are not
necessarily like original coordinates, but if the chart of estimate
motion similar to the chart of the original motion, it means motion
estimation it can be said to have the same motion with the original.
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1. INTRODUCTION

Motion capture has been developed and applied in various fields, such
as in the movies special effects, games, animation, security systems, and the
arts, particularly the art of dance. Dance has been characterized as an exciting
and vibrant art that can be used in the educational setting to assist the

Copyright © 2015 EMITTER International Journal of Engineering Technology - Published by EEPIS
1



2 Volume 3, No. 1, June 2015

growth of the student and to unify the physical, mental, and emotional
aspects of the human being [4]. Remo dance is a traditional dance that tells
the struggle of a prince who fought on the battlefield. At first, Remo dance is
used for the show Ludruk (East Java folk art form of drama that was shown
with dancing and singing). However, the development of this dance is often
danced separately as a speech on state guests, danced in state ceremonies, or
in the local arts festival. The main characteristics Remo dance are the bells
located at the ankle (called Gongseng), shawl (called Sampur), nod and shake
head motion, and horses’ leg motion. There are varying styles of Remo Dance
costume. One of them is Surabayan style. It consist of a red headband, clothes
without buttons are black with royal style in the 18th century, the extent of
the mid-calf pants are crocheted with gold needles, batik sarongs Pesisiran
that hung down to the knees, Setagen tied at the waist, and a dagger slip rear,
and bell at the ankle. Dancers wearing two shawls. One tied at the waist and
one pinned at the shoulder [1].

Remo dance motions are unique. Limbs motions are partial behavior.
This means that all limbs do not move simultaneously, but alternately. It
required motion tracking to detect parts of the body moving and where the
direction of motion. Remo dancer does not use body-tight costume. He wears
a few costume pieces and accessories. If the mark is embedded in the
dancer's body, it can damage the beauty of the costumes. In addition, these
markers can interfere with the motion of the dancer. Therefore, we need a
markerless method to detect the motion of Remo Dancer. That method is
Optical Flow.

Optical Flow is a simple method to motion detection and can also be
used for motion estimation in a series of images or video frames by
calculating the differential value of the frame. In this method do not have to
use a monochrome background because the background subtracted
automatically as long as using static background.

In this paper the data input is Remo dance video that danced by one
person. Each frame does the optical flow with Horn and Schunck method [6,
13] to determine blob area. Each blob is marked by a bounding box. To
estimate motion direction, the bounding box coordinates of the same object
in each frame are calculated differential value for x coordinates and y
coordinates. If the absolute differential value of x is greater than the absolute
differential value of y, then motion estimation is horizontal. The object moves
to the left if the differential value of x less than 0 and moves to the right if the
differential value of x greater than 0. Whereas if the absolute differential
value of x less than the absolute differential value of y, then the object moving
vertically. The object moves up if the differential value of y less than 0 and
moves down if the differential value of y greater than 0. The differential value
of x equal 0 and the differential value of y equal 0 indicates the object is not
moving.
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2. RELATED WORKS

Previous work [2] presented A Virtual Reality (VR) Dance Training
System Using Motion Capture Technology. Their system is inspired by the
traditional way to learn new movements—imitating the teacher’s
movements and listening to the teacher’s feedback. A prototype of their
proposed system is implemented, in which a student can imitate the motion
demonstrated by a virtual teacher projected on the wall screen. Meanwhile,
the student’s motions will be captured and analyzed by the system based on
which feedback is given back to them.
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Figure 1. VR dance training system architecture [2]

The architecture of the system includes four components: 3D graphics,
motion matching, motion database, and a motion capture system. Figure 1
shows the relationships between each component. The user’s movements are
obtained by the motion capture system are compared with the motions in the
motion database through the motion-matching component. The 3D graphics
component visualizes the movements by the user and the virtual teacher
(template motion).

A virtual teacher demonstrating a dance motion, and the actual
movement performed by a real dancer with marks on his body. The virtual
teacher also appears when the student is practicing the moves. The student
can thus imitate the moves of the teacher. Virtual teacher expressed in the
avatar and student motion capture expressed in the skeleton articulated
model [5].

Motion capture of dance movement in [2] paper became the basic idea
of this paper. The same things between [2] and this paper is equally do
capture of the dancers, then the dance movements simulated by the model.
The differences are [2] captured in real time and the actual movement
performed by a real dancer that wore a suit with markers attached. In this
paper Remo dance capture from video file and Remo dancer wear costume
without markers on it.
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3. ORIGINALITY

In the paper [2,4,9,10,12] dancer wore body-tight costume with
markers attached to it. In addition, they danced in front of a monochrome
background. Different with [2,4,9,10,12], the originality of this paper is a
markerless method and the dancer do not have to dance in monochrome
background. Markerless is a suitable method because Remo dance has unique
costume and accessories. Figure 2 shows the costumes and accessories
consist of a red headband, clothes without buttons are black with royal style
in the 18t™ century, the extent of the mid-calf pants are crocheted with gold
needles, batik sarongs that hung down to the knees, Setagen tied at the waist,
two shawls, a dagger slip rear, and bell at the ankle [1]. If using markers can
interfere with the motion and the beauty of the costumes

Figure 2. (a) Front View
(b) Back View

The optical Flow method used in this paper causes the background will
be reduced automatically so it does not have a monochrome background.
Another originality is the motion estimation method that using the
development of differential methods. This method is simple, does not require
complex mathematical calculations, so thatit can be applied in real time.

4.SYSTEM DESIGN

Remo Dance Motion Estimation with Markerless Motion Capture Using
the Optical Flow Method includes three components, i.e. Capture Video,
Motion Tracking, and Motion Estimation is shown by Figure 3.

Capture Video is recording the movement of dancers that will generate
AVI video file format. Each frame in the video is then processed motion
tracking and motion estimation. Motion tracking is generally defined as
identification of amounts to finding the object of interest from one frame in a
subsequent frame of the video stream [6]. We may often want to assess
motion between two frames (or a sequence of frames) without any other
prior knowledge about the content of those frames. Typically, the motion
itself is what indicates that something interesting is going on. Some kind of
velocity can be associated with each pixel in the frame or, equivalently, some
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displacement that represents the distance a pixel has moved between the
previous frame and the current frame. Motion estimation is the process of
determining motion vectors that describe the transformation from one 2D
image to another, usually from adjacent frames in a video sequence [6]. Detail
of the System Architecture discussed below.

4 Capture Video A
Remo.avi
Remo Dancer
was taken video b
% J/
/ Motion Tracking \

Thresholding &
2 Region Filtering

Remo.avi : Th. Img
RGB to Optical Flow
640x 480  Image @— ) H +—’ Vel
25 fos Intensity (Horn-Schunck) BBox

KSource : Matlab Documentation /

/ Motion Estimation \

Frame 1

Frame 2 Frame 3

— FramMe 4 ...

g2
NENDZ
. /

Figure 3. System architecture

4.1. Capture Video

Remo dancer wore costumes and accessories with no marks on his
body were dancing on stage. In front of her was placed a static camera that
recorded all the dance motions. Results captured in the form of video files to
AVI format, as shown in Figure 4. AVI format chosen with consideration of
this kind of format applies to standard Windows. AVI formats usually used as
a basic format of video editing.

The Remo dance video has a duration of 7 minutes 33 seconds with
frame rate 25 frames per second. Overall frame number 11,349 frames,
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which is partly shown in Figure 5. Each frame has a width of 640 pixels and
height 480 pixels. This video will be processed motion tracking with optical
flow method using the Horn-Schunck algorithm and motion detection
process with Differential method.

Figure 4. Capture video

£ 1 Frame 13 F 14
rame Frame 5 rame Frame 15 .

B . Fones P—”—
b i Lk

Figure 5. Video frames

4.2. RGB to Intensity

The RGB (red, green, and blue) to Intensity is converting RGB images to
grayscale intensity image by eliminating the hue and saturation information
while retaining the luminance [18]. Standard color TV and video systems
generally are in the YUV color space [18]. The Y'UV model defines a color
space in terms of one luminance (Y) and two chrominance (UV) components
[18]. The YUV color example shown in Figure 6.

In video, luminance represents the brightness in an image (the "black-
and-white" or achromatic portion of the image). Luminance is typically
paired with chrominance. Luminance represents the achromatic image, while
the chrome components represent the color information.
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Figure 6. Example of UV color plane

YUV color space typically created from RGB source. Weighted values of
R, G, and B are summed to produce Y, a measure of overall brightness or
luminance. U and V are computed as scaled differences between Y and the B
and R values [19]. Recommendation BT.601, more commonly known by the
abbreviations Rec. 601 or BT.601 (or its former name, CCIR 601) is a standard
originally issued in 1982 by the CCIR (an organization which has since been
renamed as the International Telecommunication Union-Radiocommuni-
cation sector) for encoding interlaced analog video signals in digital video
form [20]. Equation 1 defined conversion from RGB color space to intensity
[21]:

R
G
B

intensity = [ 0299 0587 0.114] (1)

4.3. Optical Flow

Optical flow is the distribution of apparent velocities of movement of
brightness patterns in an image [13]. Such a construction is usually referred
to as a dense optical flow, which associates a velocity with every pixel in an
image. The Horn-Schunck method attempts to compute just such a velocity
field. One seemingly straightforward method is simply attempting to match
windows around each pixel from one frame to the next.

To compute the optical flow between two images, must solve the optical
flow constraint Equation 2 [16]:

Lu+ Lv+ [, =0 (2)

In Equation 2, the following values are represented [16]:

* I.,1, and I, are the spatiotemporal image brightness derivatives
* uisthe horizontal optical flow

» visthe vertical optical flow

By assuming that the optical flow is smooth over the entire image, the

Horn-Schunck method computes an estimate of the velocity field, [u v]?
which minimizes Equation 3 [13]:
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2 2

o= ooy e [{G) + () + () + () o @

: a a : o ; :
In Equation 3, ﬁ and ﬁ are the spatial derivatives of the optical velocity

component u, and « scales the global smoothness term [13]. The Horn-
Schunck method minimizes the previous equation to obtain the velocity field,
[u v], for each pixel in the image, which is given by the Equations 4 and 5 [13]:

uk+l = gk — Ix[lxﬁgg.y +IyT7;c{,y + It] 4)

i i a2+ L°+ 1,7
Lk, +1,7%, + 1]
— Y1 Sy W My t
vest = Uy - (5)

2 2
a?+ L+ L,

In Equation 4 and 5, [u¥, vf,]is the velocity estimate for the pixel at (x, y),
and [a¥, @F,| is the neighborhood average of [uf, wvf,] . For k=0, the
initial velocity is 0.

The Horn-Schunck method, u and v are solved as follows [16]:

-1 -2 -1
1. Compute [, and I,, using the Sobel convolution kernel: [ 0 0 0 } and
1 2 1

its transposed form for each pixel in the first image.
2. Compute I; between images 1 and 2 using the [-1 1] kernel.
3. Assume the previous velocity to be 0, and compute the average velocity for

0 1 0
each pixel using [1 0 1} as a convolution kernel.
0 1 0

4. Iteratively solve for u and v.

4.4. Thresholding and Region Filtering

The simple process of conversion from intensity images to black and
white images is thresholding. [17] described segmentation using
thresholding. It said thresholding is the simplest segmentation method. The
pixels are partitioned depending on their intensity value. There are several
methods of thresholding as written [17], among others:

* Global thresholding, using an appropriate threshold T [17]:

(1 if f(x,y)>T
g(x’y)_{o, it fuy) <T (6)
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* Multiple thresholding [17]:
a, iff(x,y)>T,
glx.y)=4 b T <fxy)<T (7)
c, iffC,y)<T

» Variable thresholding, if T can change over the image [17].
— Local or regional thresholding, if T depends on a neighborhood of (%, y).
— Adaptive thresholding, if T is a function of (x, y).

Peaks and valleys of the image histogram, as an example Figure 7, can help in
choosing the appropriate value for the threshold. Some factors affect the
suitability of the histogram for guiding the choice of the threshold [17]:

— The separation between peaks

— The noise content in the image

— The relative size of objects and background

— The uniformity of the illumination

— The uniformity of the reflectance

|||| |‘||l L .|||||..t.l”||| L
{ { >
T, T,

Figure 7. Image histogram [17]

T

Thresholding can cause noise in an image. Median filter is widely used
and very effective at removing noise while preserving edges. The median
filter works by moving through the image pixel by pixel, replacing each value
with the median value of neighboring pixels. The pattern of neighbors is
called the "window", which slides, pixel by pixel over the entire image pixel,
over the entire image. Thresholding also cause imperfections shape of the
object.

To improve the shape of the image used Morphological filters. Erosion
and dilation is a morphological operation that will reduce and add pixels
respectively on to the boundary between objects in a digital image. The
erosion of the binary image A by the structuring element B is defined by
Equation 8 [22]:

A©B={z €E|B, CA) (8)
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Where B, is the translation of B by the vector z, i.e. Equation 9 [22]:
B,={b+2z|b €B},Vz €E (9)
The dilation can be obtained by the Equation 10 [22]:
A®B={z €E|(B*), nA # 0} (10)
Where B® denotes the symmetric of B that is an Equation 11 [22]:

BS={x €eE|—x €B} (11)

Closing filter is one of morphological filter process for removing small
holes. The closing of a binary image A by a structuring element B is the
erosion of the dilation of that set such as Equation 12 [22]:

AeB=(A®B) OB (12)
Where €@ and © denote the dilation and erosion, respectively.

The next process is region filtering using blob analysis. Starting with
estimate the area and bounding box, hereinafter referred to as bbox, of the
blobs in the thresholded image. Select these boxes which are in the region of
interest (ROI). When the ratio between the area of the blob and the area of
the bounding box is above R (are expressed as a percentage) the bounding
box for that object is used. Otherwise the bounding box is removed.

As described in the Matlab Documentation, the area represents the
number of pixels in labeled regions. Bounding box (bbox) is an M-by-4 matrix
of [x y width height] bounding boxes. The rows represent the coordinates of
each bounding box, where M represents the number of blobs. Example,
suppose there are two blobs, where x and y define the location of the upper-
left corner of the bounding box, and w, h define the width and height of the
X1 Y1 owy hl]

bounding box. The block outputs at the bbox port [xz Vo w, h
2 2

Figure 8. Region filtering
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In Figure 8, the left image is the threshold image and the right shows
the results of region filtering process using blob analysis method with the
three bounding boxes in the head and scarf.

4.5. Motion Estimation

Not all frames have bbox. Each frame is not necessarily having the same
number of bbox. Each bbox allocates dancers moving limbs. Bbox frame F;
relate to the bbox frame F, 4 if it has the shortest distance (less than or equal
20.0). Distance is calculated using the Euclidian method.

There are several kinds of bbox appearance in a sequence of frames as
shown in Table 1. If limb’s bbox appear (denoted 1) in the frame sequence
that means a limb in the bbox perform a series of motions. If bbox of llimb
does not appear (denoted 0) in the next frame or previous frame, it means
there is no motion or change other limbs that moves.

Table 1. Appearance of bbox

Fq F, Feiq
0 0 0
1 1 1
1 0 0
1 0 1
1 1 0
0 1 0
0 1 1
0 0 1

To determine whether the limb in bbox moving or not, if it moves to
where the direction of movement can be estimated using the differential
method. There are eight kinds of motion estimation such as Figure 9.

Up
A ;
Left-Up Right-Up
Left <€ > Right
Left-Down ¥ Right-Down

Down
Figure 9. Motion direction
As explained previously that every bbox in a frame having information

[x y width height]. The motion direction of bbox in F; to F,,; determined by
calculating the value of dx,,, and dy,,, by means x,,, —x; and y;,; —
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vy, respectively. Motion direction vertical-horizontal or
determined by the ratio r value of dx, . and dy,{ as (13).

By using the values of x, y, dx;,,, dy.,,, and r can be calculated
coordinates x;,, and y/,; which can be estimated the motion direction as
shown Table 2.

diagonal is

dx
— dy; > dx; anddy, # 0
dyt+1

r=+4d 13
h;dyt>na.,'pctr:mddyt;t0 L3
dXeyq

0 ;otherwise

Comparing the value to x;{,, with x; and y/,, with y/ as in Table 3 can
be estimated direction of movement. The last line of Table 3 are expressed
m;,, = m, if all of the criteria in the previous line is not fulfilled, then the
motion estimation is considered the same as the previous frame.

Table 2. Coordinate estimation of x{,, and y{,,

Ratio Condition A Yir1
- dXey1 = AV xp +dxpyq yi +dx g
dxey1 < AV xt +dyeq yi +dyey
i dxey1 Z Ayt xp +dxey ¥t
dxeyy < dYeyq Xt Vi + dYeya
Table 3. Motion estimation
Ratio Condition Motion estimation ( m; 4 )
Ye+1 < Vi T wup
Yiv1 > ¥l ! DOwN
<r ; ;
Xep1 < Xt < LEFT
Xip1 > X — RIGHT
xty1 > x¢ and yipq <y 7' RIGHT-UP
. Xiy1 > x; and Y4 > ¥i N RIGHT-DOWN
Hprq < 5o and Y., & vy N\ LEFT-UP
Xipq < x¢ and y; 4 > ¥y v LEFT-DOWN
Otherwise my
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5. EXPERIMENT AND ANALYSIS

From the entire data of the video capture is written in 4.1, the first 30
seconds of samples taken with the number of frame 752. Figure 10 from left
to right and top to bottom respectively describes the results of the motion
detection process from frame 25, i.e. original image, intensity image, the
optical flow result, threshold region detection image, motion detection image,
and motion vector image. The process begins with conversion from RGB
images into an intensity that produces a grayscale image. Then make the
process of optical flow using Horn-Schunck algorithm.

The Horn-Schunck method of estimating optical flow is a global method
which introduces a global constraint of smoothness to solve the aperture
problem. This method was chosen because it works in all areas of the image
and generates the motion vectors with high density. This algorithm assumes
smoothness in the flow over the whole image. Thus, it tries to minimize
distortions in flow and prefers solutions which show more smoothness [13].

For comparison, Lucas-Kanade method assumes that the flow is
essentially constant in a local neighborhood of the pixel under consideration,
and solves the basic optical flow equations for all the pixels in that
neighborhood, by the least squares criterion. Since it is a purely local method,
it cannot provide flow information in the interior of uniform regions of the
image [14].

Figure 10. Motion detection process result

The leftmost image in the second row is the result of filtering region
that begins with thresholding process. Thresholding cause noise and damage
that repaired with Median filter and Morphological filter. Regions filter using
blob analysis method. The following R value used in the experiment and its
influence in the motion tracking.
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As shown in Table 4, R value will determine the amount of bbox
generated from a video file. For smaller R value, generate a greater number of
bbox, and vice versa. But this does not mean that more the number of bbox
be better, because it could be the same limb are at different bbox series.
Conversely a smaller number of bbox resulting smaller number of limbs
detected. The greater number of bbox causes slower motion estimation
process. Great value ratio causes more frames that do not have bbox.
Consequently bbox series of sequential frames becomes disconnected.

The next process is to estimate the bbox coordinates for F;,; based on
the series of bbox coordinate in F; using the differential method. Distance or
accuracy of the estimated coordinates of Fy,; with the F; is determined by
the ratio between the differential value dx and dy.

Table 4. Region filter

R Number of Frames Frames
bbox having bbox | without bbox

0.35 155 591 161

04 120 559 193

0.45 80 492 260

0.5 55 379 373

0.55 36 243 509

Table 5. Error value frame 47 to 72
Error value with different r
Frame 0.25 0.375 0.5 0.625 0.75
X |y | xX |y | X v Ix |y | x| Y

47 0 0 0 0 0 0 0 0 0 0
48 0 2 0 2 0 2 0 -2 0 -2
49 0 4 0 4 0 4 0 -5 0 -5
50 0 3 0 3 0 3 0 -6 0 -6
51 0 2 0 2 0 2 0 -7 0 -7
52 0 1 0 1 0 1 0 -8 0 -8
53 0 0 0 0 0 0 0 -9 0 -9
54 0 ]-110|-1 0 -1 10 ]-10] 0 | -10
55 0 2 0 |-2 0 -2 0|-11]1 0 | -11
56 0 5 0 |-3 0 310 1]-12] 0 | -12
57 0 7 0 | -4 0 -4 10 ]-13] 0 | -13
58 0 9 0 |-5 0 -5 10 |-14]1 0 | -14
59 0 9 0 |-5 0 510 |-14]1 0 | -14
60 0O 10| O | -4 0 -4 10 ]-15] 0 | -15
61 -1 110 -1 (-4 -1 -4 1-1]-15] 2 | -15
62 -3 110 0 | -4 0 -4 10 |-15] 3 | -15
63 -3 110 0 | -4 0 -4 10 |-15] 3 | -15
64 -4 110 | -1 (-4 -1 -4 1 |-15] 4 | -15
65 -4 110 -1 |-4] -1 -4 11 |-15] 4 | -15
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Error value with different r
Frame 0.25 0.375 0.5 0.625 0.75

X |y | xX |y | X v Ix |y | x| Y
66 -4 110 |-1|-4] -1 |-4]1]|-15]| 4 | -15
67 -4 110 | -1 |-4]| -1 | 4|1 ]-15] 4 | -15
68 -3 110 0 | -4 0 -4 10 |-15]| 3 | -15
69 3110 0 | -4 0 -4 10 |-15| 3 | -15
70 -3 110 0 | -4 0 -4 10 |-15]| 3 | -15
71 -3 110 0 | -4 0 -4 10 |-15] 3 | -15
772 3110 0 | -4 0 -4 10 ]|-15]| 3 | -15

Table 5 shows the value of the error between original coordinates and
estimation coordinates by the value of r that used is 0.25, 0.375, 0.5, 0.625,
0.75. The r value is used to determine whether motion estimation for limb in
the next frame to move vertically, horizontally, or diagonally.

The above table contains data error values of motion estimation with
different r for bbox number 7 (head) on the optical flow R value 0.4. From
752 frames there were 56 series of head motion. One is the data of Table 5.
Motion coordinate and motion charts of head motion between original
motion and estimate motion from frame 47 to frame 72 is illustrated in
Figure 11. In that figure, the green color represents the original motion chart
and red color represents estimate motion chart. The shape of the chart
represents motion of the head.

r=0.25 r=0.375 r=0.5

FRAME 4772 ~BEcx 7 — (28 Frames)

g™ » i

Figure 11. Motion estimation charts
Of the five charts with different r value it appears that r value 0.375 and

r value 0.5 produces a similar chart between the original motion and estimate
motion. Such a situation also occurs in 55 other series of head motion.
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Table 6. Error value frame 149 to 153

Error value with different r
Frame 0.25 0.375 0.5 0.625 0.75

X |y | X |V |xX |y | X |y [Xx |y
149 ojojJojJojJo]lOo|[O|[O]O0O]O
150 ojojJojJojJo]JOo|lO|O]O]O
151 ojojojJojJo]lo|lO|[O]0]O
152 ojojojJojJolofOo|lO]0O]oO
153 ojojojJojJolo|lOo|lO]0]O

Estimate coordinates are not necessarily like original coordinates, but if
the chart of estimate motion similar to the chart of the original motion, it
means motion estimation it can be said to have the same motion with the
original. The smaller number of frames allows the same motion and the same

coordinate between the original motion and the estimation motion as shown
in Table 6.

6. CONCLUSION

Remo dance is an Indonesian traditional dance originating from the
province of East Java that have unique motions. Limbs motions are partial
behavior. This means that all limbs move alternately. Remo Dancer wears a
few costume pieces and accessories. Therefore, we need a simple markerless
method to detect the motion of Remo Dancer. That method is Optical Flow
with Horn-Schunck algorithm. The advantages of this method do not have to
use the monochrome background and not require complex mathematical
calculations, so that it can be applied in real time.

Performance of motion detection with optical flow method is
determined by the value of the ratio between the area of the blob and the
area of the bounding box. Here, using the value of 0.4. The smaller ratio value
causes a greater number of ROI, vice versa. Motion estimation using the
differential method. Distance or accuracy of the estimated coordinates and
motion estimation is determined by the ratio between the differential value
dx and dy. Based on the experiments that have been done obtained value
ratio 0.375 to 0.5 produces motion estimation closer to the original motion.

Further research the motion estimation used in the motion capture
process to mimic the motion of Remo Dance by human body model.
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